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Goal

Identify models and drivers of attractiveness of job offers at
’profesia’ - leading job advertising portal in Slovakia.
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Motivation

Can we help advertisers to make job offerings more
interesting?

What makes a job offering more attractive?

Are drivers business area specific or geographically specific?

What is the expected range of interest generated by a given
job offer?

Can we increase (hence monetize) views, reactions,
conversions?
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Challenges

We use data from 2019.

1 Fairly large (final) data set: 249812 (obs.) × 671 (variables).

2 Heterogeneous data (numbers & text, diacritics).

3 No template → many (feasible) alternatives to analysis.

4 Difficult to interpret models & variables.

5 Computational & memory intensity.
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Data cleaning at glance

50% of time devoted to data management. Some data categories:

115 regions (diacritics..).

52 business areas.

25 job benefits.

37 calendar effects (weekdays, months, holidays).

Position names - number and length of words.

Salary information: text, numbers, formats,...makes analysis
difficult to code and to reproduce).
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Variables of interest - dependent

ReactDum:

0 if job offer had 0 reactions.

1 if job offer had > 0 reactions.

81.5% job offers received a reaction(s).

A recent study of Bastani et al., (2019) proposes a two-stage
analysis. In our context, first, we should train one model on job
offers with no reaction at all (to identify ’unpopular job offers’)
and second, we should train one model on job offers with positive
reactions.
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Variables of interest - dependent

Reactions a positive integer of reactions for a job offer. With
median at 7.0, mean at 16.2 and SD 33.7, reactions appear to be
extremely volatile.

Figure 1: Reactions

Distribution suggests (power-law?) tendency to extremes.
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Variables of interest - dependent

Views a positive integer of job offer views. With median at 450,
mean at 663 and SD 845.5, views are also substantially volatile.
Views and reactions are correlated (0.76 Spearman’s).

Figure 2: Views
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Variables of interest - dependent

Conversions are defined as:

Reactions

Views
(1)

Summary statistics: median 0.0158, mean 0.0215 and SD 0.026.

Figure 3: Conversions



Introduction Data Methodology Results Challenges Summary

Key concepts at glance

Analysis run on given region and business area combination,
e.g. ’Telecommunications in Bratislava’.
Variable importance and model parameter tuning on the
testing data set.
Model verification on the validation data set.

Figure 4: Data sample stratification
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Models

Two-stage analysis of Bastani et al., (2019). Consider modeling
conversions for job offers in Bratislava in the Business Area of
Information Technologies.

1 We model ReactDum (≈ 31.5% no reaction/conversion) using
the testing data set: Logistic regression, LASSO, Ridge and
Random Forest.

2 We model Conversions using the training data set and only
with Reactions > 0: OLS, LASSO, Ridge and Random Forest.

3 Given model from step 1, we predict job offers that are
expected to have 0 or more Reactions.

4 Given model from step 2, we predict conversions only for job
offers with expected Conversion > 1.
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Figure 5: Approach to predictions

Statistical comparison of forecasts via the model confidence set
of Hansen et al., (2011).
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Banking and Money in Bratislava

Conversion averaged at 0.029, median 0.019 and SD 0.0048.
Prediction errors are:

Table 1: Banking and Money in Bratislava: Conversions
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Banking and Money in Bratislava

Top 10 important variables via RF model (permutation approach)

Table 2: Banking and Money in Bratislava: Conversions
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Banking and Money in Bratislava

Reactions averaged at 13.69, median 6.00 and SD 23.02.
Prediction errors are:

Table 3: Banking and Money in Bratislava: Reactions
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Banking and Money in Bratislava

Top 10 important variables via RF model (permutation approach)

Table 4: Banking and Money in Bratislava: Reactions
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Banking and Money in Bratislava

Views averaged at 448, median 301 and SD 441. Prediction errors
are:

Table 5: Banking and Money in Bratislava: Views
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Banking and Money in Bratislava

Top 10 important variables via RF model (permutation approach)

Table 6: Banking and Money in Bratislava: Views
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Hospitals, ambulance, doctors in Bratislava

Conversion averaged at 0.020, median 0.017 and SD 0.020.

Table 7: Hospitals, ambulance, doctors in Bratislava: Conversions
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Hospitals, ambulance, doctors in Bratislava

Top 10 important variables via RF model (permutation approach)

Table 8: Hospitals, ambulance, doctors in Bratislava: Conversions
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Hospitals, ambulance, doctors in Bratislava

Reactions averaged at 20.66, median 10.00 and SD 33.28.
Prediction errors are:

Table 9: Hospitals, ambulance, doctors in Bratislava: Reactions
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Hospitals, ambulance, doctors in Bratislava

Top 10 important variables via RF model (permutation approach)

Table 10: Hospitals, ambulance, doctors in Bratislava: Reactions
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Hospitals, ambulance, doctors in Bratislava

Views averaged at 1003, median 829 and SD 765. Prediction
errors are:

Table 11: Hospitals, ambulance, doctors in Bratislava: Views
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Hospitals, ambulance, doctors in Bratislava

Top 10 important variables via RF model (permutation approach)

Table 12: Hospitals, ambulance, doctors in Bratislava: Views
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Methodological take-away

One-stage random forest has led to most accurate outcomes.

Instead of predicting conversions directly (as now) one
might predict conversions by dividing predicted reaction with
predicted views.

Highly skewed data - quantile based models.

Stakeholders might be interested in lower boundaries: ’With
90% conversion is going to be 1.8% or more.

Use interactions.

Standardize data handling.
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Summary

Results differ across business area and regions → separate
models are needed.

Similar drivers across business area, regions and dependent
variables.

Non-linear models are preferred.

Accuracy needs to be improved.
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